
LVLM Usage vs Benchmarking THRONE Method
1. Extract long-form responses from a given LVLM
• We use a single prompt: Describe this image in detail.

2. Abstractive question answering (AQA) on the LVLM response using a language model (LM)
• We only consider object existence in the responses w.r.t known classes (e.g. COCO classes)

3. Collate LM responses and calculate informative metrics
• LM is prompted to give simple responses so no parsing required

THRONE Results
• THRONE performed for object existence of all classes, C, in a dataset across many images, I
• Predicted object existence:                                       GT object existence: 
• This allows Overall and Classwise Precision/Recall to be calculated.
• 𝐹0.5-Score calculated to prioritize precision over recall (Hallucinations ⊂ False Positives)

• THRONE evaluates Type I hallucinations in free-form responses
• THRONE evaluation is automatic and does not use of subjective scoring by LLMs
• THRONE uses open-source lightweight language models (ensemble), improving 

comprehension, ease-of-use, and reproducibility

Measuring Hallucinations (POPE [1] vs THRONE)

Issues with gauging Type II Hallucinations
• Hallucinations ⊂ False Positives
• Need to search through many true negatives to reveal the complete picture
• Completing POPE for all classes reveals the true extent of Type II hallucinations (POPE-C)

Ensuring Robustness

• No LM will perform AQA perfectly
• Incorrect judgements will be made on an LVLM response regarding object existence

• Ensemble multiple lightweight LMs (FLAN-T5) – modeling ensembling
• Ensemble multiple prompts to the LMs – prompt ensembling

Measuring Hallucinations (CHAIR [2] vs THRONE)
• CHAIR addresses Type I hallucinations but uses simple text-match

• Many abstractly referenced nouns + synonyms are incorrectly classified by CHAIR (blue)

• We estimate that THRONE makes half the errors of CHAIR (4% vs 9%) Improved Baseline via Augmentation
• We introduce a simple data augmentation which forces LLaVA models to enumerate objects

###RESPONSE: The image showcases a fruit stand at a grocery store, 
featuring a variety of fruits on display. There are several bunches of 
bananas, with some placed in the foreground and others in the 
background. The bananas are arranged in different sections, creating 
an appealing presentation for customers. In addition to the bananas, 
there are also apples and oranges on display. The apples are located 
towards the left side of the image, while the oranges are placed in 
the middle and right side of the stand. The fruits are well-organized 
and set in an attractive way, making it an inviting sight 
for shoppers.
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Large Vision-Language Model (LVLM)

###RESPONSE: The image shows the Taj 
Mahal, located in Agra, India. This UNESCO 
world heritage site is known for its:
1. Ivory-white marble construction: ...
2. Central dome: ...

###USER: What are the unique 
features of this monument?

###USER: Is there an 
apple in this image?

Large 
Vision 

Language 
Model

###RESPONSE: Yes, there is 
a banana in this image.

Response 
Parsing w/ 

Simple 
Heuristics No

###USER: Is there a 
banana in this image?

###RESPONSE: No, there is 
no apple in this image.

Yes 1. Is there a 
person?

2. Is there a car?
3. Is there a bus?
4. Is there a 

truck?
5. ...

Describe this 
image in detail.

LVLM

External 
Language 

Model

The image features a green double-decker bus parked next 
to a red double-decker bus. The green bus is positioned 
in front of the red bus, and both buses are parked on 

the side of a road. The green bus is quite large, 
occupying a significant portion of the scene.

There are several people in the image, with one person 
standing near the green bus and two others closer to the 

red bus. Additionally, there is a car parked further 
back in the scene, on the right side of the road.

1. Yes
2. Yes
3. Yes
4. No
5. ...

The image features a dining table with 
a delicious slice of chocolate cake on 
a white plate. The cake is accompanied 
by a glass of beer, which is placed on 
the table as well. There are two bowls 
on the table, one near the cake and 
the other further away. A fork is also 
visible on the table, ready to be used 
for enjoying the cake. The scene 
creates a cozy and inviting atmosphere 
for a delightful dessert and beverage 
experience.

FLAN-T5-Base
Please answer yes or no.

Is there a knife in this image?

No

FLAN-T5-Large

No Type II Hallucinations found

Large 
Vision 

Language 
Model

###USER: Describe 
this image in 
detail.

Multiple Type I Hallucinations

Yes

FLAN-T5-Large No

Please answer yes or no.
Does the text give evidence for 

a knife being present?
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COCO Objects365###USER: Which monument is shown?
A) Brandenburg Gate B) Space Needle 

C) Taj Mahal D) Eiffel Tower

###RESPONSE: A) Taj Mahal

How a user might 
use an LVLM

How we benchmark LVLMs 
(MMMU, VQAv2, POPE etc.)

The image features a green motorcycle parked on a street 
next to a building. The motorcycle is positioned on the left 
side of the scene, with its front end facing the viewer. The 
bike is parked on a curb, with its front wheel slightly 
raised. There are several cars parked nearby, with one car 
located on the right side of the scene and another one 
further to the left. A person can be seen standing near the 
motorcycle, possibly admiring it or preparing to ride it.

THRONE
motorcycle
car
person
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Object THRONE POPE POPE-C
Model

Enumeration Data PCLS RCLS F 0.5
CLS P R F 1 P R F 1

7 79.9 65.3 76.5 58.0 98.4 73.0 7.7 99.2 14.3
COCO 83.2 68.8 79.9 73.2 88.2 80.0 9.8 69.4 17.2LLaVA-v1.3

COCO + VG 86.2 67.0 81.5 83.0 82.5 82.8 13.8 50.4 21.7

7 69.9 56.4 66.8 81.9 90.8 86.1 58.7 85.7 69.7
COCO 87.2 76.6 84.9 88.6 85.3 87.0 58.9 87.5 70.4LLaVA-v1.5

COCO + VG 86.1 77.0 84.1 89.8 83.7 86.7 64.5 86.1 73.7
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Object THRONE POPE POPE-C
Model

Enumeration Data PCLS RCLS F 0.5
CLS P R F 1 P R F 1

7 79.9 65.3 76.5 58.0 98.4 73.0 7.7 99.2 14.3
COCO 83.2 68.8 79.9 73.2 88.2 80.0 9.8 69.4 17.2LLaVA-v1.3

COCO + VG 86.2 67.0 81.5 83.0 82.5 82.8 13.8 50.4 21.7

7 69.9 56.4 66.8 81.9 90.8 86.1 58.7 85.7 69.7
COCO 87.2 76.6 84.9 88.6 85.3 87.0 58.9 87.5 70.4LLaVA-v1.5

COCO + VG 86.1 77.0 84.1 89.8 83.7 86.7 64.5 86.1 73.7

CHAIR
motorcycle
car
person
bicycle
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• Current methods evaluate Type II Hallucinations in responses to yes/no questions

• THRONE evaluates Type I Hallucinations in free-form responses to open-ended prompt
Type I and II performances are barely correlated: Spearman’s 𝜌	 = 	0.2


